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ABSTRACT

A novel way to process polarimetric radar data collected via plan position indicator (PPI) scans and display

those data in a time–height format is introduced. The columnar vertical profile (CVP)methodology uses radar

data collected via multiple elevation scans, limited to data within a set region in range and azimuth relative to

the radar, to create vertical profiles of polarimetric radar data representative of that limited region in space.

This technique is compared to others existing in the literature, and various applications are discussed.

Polarimetric ice microphysical retrievals are performed on CVPs created within the stratiform rain region

of two mesoscale convective systems sampled during two field campaigns, where CVPs follow the track of

research aircraft. Aircraft in situ data are collocated to microphysical retrieval data, and the accuracy of these

retrievals is tested against other retrieval techniques in the literature.

1. Introduction

The utility of polarimetric weather radar for enhancing

understanding of variousmeteorological phenomena dates

back over three decades. Polarimetry is particularly useful

for understanding the microphysical structure of precipi-

tation in the absence of in situmeasurements and inferring

microphysical processes within observed precipitation.

Polarimetry has been utilized in applications such as

hydrometeor classification algorithms (e.g., Straka and

Zrnić 1993; Straka 1996; Zrnić and Ryzhkov 1999; Liu

and Chandrasekar 2000; Straka et al. 2000; Zrnić et al.

2001; Lim et al. 2005; Park et al. 2009; Dolan andRutledge

2009; Dolan et al. 2013; Bechini and Chandrasekar 2015),

tornado detection via tornadic debris signature detection

(e.g., Ryzhkov et al. 2002, 2005c; Kumjian and Ryzhkov

2008; Van Den Broeke and Jauernic 2014; Snyder and

Ryzhkov 2015), and quantitative precipitation estima-

tion (e.g., Sachidananda and Zrnić 1987; Jameson 1991;

Ryzhkov and Zrnić 1996; Brandes et al. 2002; Ryzhkov

et al. 2005b; Maki et al. 2005; Matrosov et al. 2006;

Tabary et al. 2011; Matrosov et al. 2013; Thompson

et al. 2018). Additionally, these data can be used quali-

tatively to identify ‘‘polarimetric fingerprints’’ (Kumjian

2012; Ryzhkov and Zrnić 2019) that hint at microphysical

processes such as size sorting, aggregation, melting, and

refreezing. These processes can be useful to identify

when trying to reproduce precipitation within a mod-

eling framework. With the completion of the United

States’WSR-88D network upgrade to dual-polarization

capabilities in 2013, opportunities abound to further use

polarimetry to study a wide variety of precipitation

structures and weather systems.

One complication with using WSR-88D data to infer

microphysical processes in various precipitating systems

is that the data are collected in plan position indicator

(PPI) mode. For examining cloud microphysical pro-

cesses and drop or snow size distribution evolution with

depth in the cloud, the most desirable radar data would

be data collected at a fixed azimuth and changing ele-

vation [a range–height indicator (RHI) scan]. Seeing as

PPIs collect radar data at a fixed elevation and changing

azimuth, these data do not provide a clear profile of

radar returns with height in the cloud. Therefore, as

described inRyzhkov et al. (2016), this scanning strategy

is not conducive for investigations into microphysical

processes aloft, or comparison to other data that are

collected and presented in a time–height format. As

previously mentioned, a preferable scanning strategy

would consist of RHI scans, which provide a vertical
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‘‘slice’’ of the atmosphere. These scans are not per-

formed operationally, however, and reconstructed RHIs

are typically too poor quality to be able to deduce fine-

scale polarimetric features within precipitation. The

incentive exists, therefore, for a method to reconstruct

vertical profiles of radar data from PPI scans, which

would facilitate easy comparison of radar data to data

collected in a time–height manner such as in situ

microphysical data.

A number of methods have been proposed and uti-

lized in literature to reconstruct vertical profiles of radar

data from PPI scans. One of these techniques was the

quasi-vertical profile (QVP) technique (Ryzhkov et al.

2016), which creates a vertical profile of polarimetric

radar data by averaging data over all 3608 around the

radar at a single high elevation angle. QVPs have been

used in a number of studies to connect observed or

modeled microphysical processes with what is observed

by radar (e.g., Van Den Broeke et al. 2017; Bukov�cić

et al. 2017; Kumjian and Lombardo 2017; Sulia and

Kumjian 2017; Ryzhkov et al. 2017; Trömel et al. 2017;

Griffin et al. 2018). This technique performs well in re-

gions where precipitation is horizontally homogeneous,

but uncertainty is introduced into the profiles when the

precipitation is horizontally heterogeneous (Kumjian

et al. 2013; Trömel et al. 2014; Ryzhkov et al. 2016).

Tobin and Kumjian (2017) expanded on the QVP tech-

nique bydeveloping the ‘‘range-defined’’QVP (RD-QVP),

which creates vertical profiles by combining QVPs at

multiple elevations using an inverse distance weighting

technique, with each QVP created using data only within

50km of the radar. These are used primarily to investi-

gate polarimetric signatures near the surface and close to

the radar. Like the QVP, this technique is also radar-

centric and averages data over a fairly large sector, de-

creasing its utility in heterogeneous precipitation, and

when regions of interest are further from the radar. Other

techniques, such as the enhanced vertical profile and

slanted vertical profile (EVP and SVP, respectively;

Bukov�cić et al. 2017) allow for investigation of precipi-

tation over smaller sectors and farther from the radar.

However, SVPs source data from a single elevation and

over a large range interval, resulting in a profile that is

shallow and can struggle when precipitation is horizon-

tally heterogeneous, and EVPs use median values of

polarimetric variables (instead of means, as in the other

methods) and a limited number of azimuths around the

point of interest, both allowing for noise to greatly influ-

ence the final product. Other methods, such as GridRad

(Homeyer and Bowman 2017), take data from multiple

radars to make Cartesian maps of radar data at regular

intervals in height, from which vertical profiles can easily

be made. However, the vertical resolution of such data

is often too coarse to examine finescale polarimetric or

microphysical processes.

The microphysical structure of mesoscale convective

systems (MCSs), particularly of their trailing stratiform

regions, is an important area of study. A number of field

campaigns have focused on gaining a deeper under-

standing of the microphysical structure of MCSs, in-

cluding the BowEcho andMCVExperiment (BAMEX;

Davis et al. 2004), the Midlatitude Convective Clouds

Experiment (MC3E; Jensen et al. 2016), and the Plains

Elevated Convection At Night field project (PECAN;

Geerts et al. 2017). Such campaigns and studies typically

focus on the trailing stratiform region, as that region is

much safer to fly and collect measurements in than in

the leading convective line. Of particular interest are

regions such as the melting layer (ML) and dendritic

growth layer (DGL), a layer from approximately 2128
to2188C where particles can grow quickly via diffusion

and often grow in a highly anisotropic manner (e.g.,

Bailey and Hallett 2009).

A thorough understanding of the ice microphysical

properties of the stratiform rain region of MCSs is im-

portant for twomain reasons. The first is that such regions

typically contain high concentrations of very small ice

crystals, especially between regions from 2108 to 2508C
(e.g., Fridlind et al. 2015). This creates a serious risk for

commercial aviation due to possible engine power loss

and damage from aircraft engines ingesting ice crystals

in regions of low reflectivity (Z , 20dBZ) where such

aircraft do not expect a high concentration of ice. The

values of ice water content (IWC) in the high ice water

content (HIWC) regions can be as high as 3–4 gm23,

with typical median volume diameters of ice particles

less than 0.5mm (Fridlind et al. 2015; Strapp et al. 2016;

Leroy et al. 2017). The second reason why understand-

ing the ice microphysical properties of these regions is

imperative is that modeling studies have yet to fully

capture the structure of the stratiform rain region of

MCSs, especially at high altitudes. Studies such as Fan

et al. (2015), Fridlind et al. (2017), and Han et al. (2019)

modeled the 20 May 2011 MC3E MCS, and found that

predictions of mean volume diameter of ice particles, ice

number and mass concentrations, and rain rates devi-

ated by up to an order of magnitude from measured

values. Stanford et al. (2017) did a similar analysis for

a tropical MCS near Darwin, Australia, and showed

that modeling attempts highly overestimated the size

of particles and reflectivity in the higher regions of

the cloud. All of these studies show a deficiency in the

community’s ability to model microphysical processes

within, and properties of, such stratiform rain, and a

need for additional details about the ice microphysical

properties of MCSs.
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The majority of the information collected about the

microphysical structure of MCSs has been done via

the use of in situ instrumentation, especially aircraft

in situ probes. Aircraft in situ data, including IWC, total

number concentration per unit volume (Nt), and mean

volume diameter (Dm) provide valuable information

about the properties of hydrometeors observed within a

given volume. However, collecting information in this

manner is incredibly costly, primarily done only during

large field campaigns, and is only collected on a thin path

where the aircraft flies. Microphysical retrievals using

radar data, particularly polarimetric radar data, can

provide information on the qualitative and quantitative

ice microphysical properties of precipitation in a more

cost-effective manner. These retrievals can be used for

estimating the microphysical structure of precipitation

on the order of every 5min, and can do so across the

continental United States due to the extensive nature of

the WSR-88D network.

For decades, radar reflectivity was the primary ra-

dar variable utilized for estimating IWC. A number of

studies have suggested various Z–IWC relations in

clouds composed of ice and snow, including Sassen

(1987), Atlas et al. (1995), Liu and Illingworth (2000),

Hogan et al. (2006), Delanoe et al. (2014), Heymsfield

et al. (2005, 2016), Protat et al. (2016), Matrosov et al.

(2019), and Skofronick-Jackson et al. (2019). Relations

that depend solely on radar reflectivity can prove un-

reliable because such a single parameter is unable to

capture the variability of the size distributions of ice and

snow particles, their habits, and their densities. To help

rectify this problem, polarimetric radar data have shown

promise for being the basis of quantitative retrievals of

ice microphysical properties, as polarimetry can provide

further information on the size, shape, and orientation

of hydrometeors within a volume beyond what limited

information is offered with single-polarization radar

(e.g., Zhang 2017; Ryzhkov and Zrnić 2019).

However, polarimetric retrievals of ice microphysical

properties remain largely unexplored. Pioneering work

was done in the late twentieth century performing ice

microphysical retrievals using polarimetric radar data by

Vivekanandan et al. (1994), who suggested using specific

differential phase KDP to estimate IWC. Because KDP

depends on the particle aspect ratio and orientation

whereas IWC does not, the use of KDP requires the a

priori knowledge of the particles’ shapes and orienta-

tions, which is not ideal. More recently, Aydin and Tang

(1997) and Ryzhkov et al. (1998, 2018) have estimated

ice particle properties usingKDP andZDR, whose ratio is

practically not affected by the variability of particles’

aspect ratios and orientations. Bukov�cić et al. (2018)

also derived polarimetric radar relations to quantify

snow properties using Z and KDP, showing significant

improvement in estimates compared to results from

Z-based retrieval methods.

To evaluate these retrieval methods, polarimetric ra-

dar data must be collocated in time and space to aircraft

in situ data, and ice microphysical retrievals be per-

formed on these radar data in order to compare radar

retrieved microphysical quantities to in situ measured

quantities. Nguyen et al. (2019) recently compared air-

craft in situ measurements to polarimetric retrievals of

IWC in tropical MCSs, using a side-pointing X-band

radarmounted on the aircraft. They compared retrievals

that used onlyKDP to those that used bothKDP andZDR,

as well as comparing polarimetric retrievals to experi-

mentally fitted Z–IWC retrievals. They found that the

polarimetric retrievals were far superior, and that in-

cluding ZDR in these retrievals reduced root-mean-

square error from 0.52 to 0.49 gm23 using data from

seven campaign flights. To expand this type of meth-

odology to operational and/or ground based radar,

this requires the development of a method to process

radar data collected in a PPI format and present it in a

time–height manner, focusing on a small region in the

horizontal.

Here we introduce the columnar vertical profile (CVP)

technique, a technique that creates vertical profiles of

polarimetric radar data using data from within a set

sector in range and azimuth. By using multiple elevation

angles and sourcing data from sectors typically defined

as spanning 20km radially and 208 azimuthally around a

point of interest, vertical profiles of polarimetric radar

data of the full depth of a precipitating system can be

constructed from a limited sector of data. In this analy-

sis, first, two MCS case studies from two different field

campaigns are introduced. Next, the CVP technique is

described in detail and compared to both QVPs and

GridRad (Bowman andHomeyer 2017) vertical profiles.

A method to collocate the CVP data to the aircraft lo-

cation is discussed, and microphysical retrievals to be

performed on these data are introduced. Microphysical

retrievals are then performed on both MCS cases, re-

trieval data from one of these cases are collocated with

in situ data, and in situ measurements are compared to

these collocated retrievals.

2. Data and instrumentation

a. 20 May 2011

The first case of interest is the 20 May 2011 MCS

sampled during the MC3E field campaign. The MC3E

campaign focused on obtaining measurements of con-

vective clouds to both improve scientific understanding
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of convective processes and utilize this knowledge to im-

prove representation of convection inmodels. Based out of

the DOE ARM Southern Great Plains Central Facility

(SGP-CF) in north-central Oklahoma, both airborne and

ground-based instruments were utilized to observeMCSs

(Jensen et al. 2016, see their Fig. 1). The 20 May case

was a particularly successful case for the campaign, with

data collected on this day analyzed in a number of dif-

ferent studies (e.g., van Lier-Walqui et al. 2016; Fridlind

et al. 2017; Marinescu et al. 2017; Han et al. 2019).

Figure 1 shows PPIs of reflectivity from the lowest ele-

vation scans of theMCS on that day. The convective line

developed a robust stratiform region by 1000 UTC as it

approached central Oklahoma, which persisted as the

system propagated eastward over the Vance Air Force

Base, Oklahoma (KVNX) WSR-88D. The system de-

cayed into disorganized convection embedded in strat-

iform after 2000 UTC over northern Arkansas and

southernMissouri. The archetypal structure of theMCS,

the persistence of its stratiform region, and its path di-

rectly over the MC3E observing domain makes this a

particularly attractive case to study.

DuringMC3E, theUniversity ofNorthDakota (UND)

Cessna Citation II aircraft housed all of the in situ mi-

crophysical instrumentation. The goal was to sample ice-

phase hydrometeors, so flights focused primarily on the

region between the ML and cloud top. Both the 2D

cloud imaging probe (2D-C) and the high-volume par-

ticle spectrometer, version 3 (HVPS), were mounted on

the aircraft, measuring cloud and precipitation particle

spectra, respectively. The data were processed using the

University of Illinois/Oklahoma Optical Array Probe

(OAP) Processing Software (UIOOPS; McFarquhar

et al. 2018). UIOOPS outputs information on the

morphology of individual particles and PSDs, as well

as estimates of bulk extinction, mass weighted ter-

minal velocity, and IWC. Calculations of IWC herein

used the Baker and Lawson (2006) cross-sectional

mass–area relation.

b. 6 July 2015

Another case with a robust dataset is the 6 July 2015

MCS sampled during the PECAN field campaign. The

PECAN experiment utilized more mobile assets than

FIG. 1. PPI imagesof radar reflectivity (dBZ) collectedat the0.58 elevationangleby theKVNXradar from1300 to1600UTC.

Images were selected at approximately 1-h intervals, with specific times of data collection listed above each panel.

1626 JOURNAL OF ATMOSPHER IC AND OCEAN IC TECHNOLOGY VOLUME 37

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 09/07/21 12:02 PM UTC



MC3E, sampling convective systems longitudinally from

Colorado to Indiana, and latitudinally from north Texas

to North Dakota (Geerts et al. 2017, see their Fig. 1b).

The PECAN experiment aimed ‘‘to better understand

nocturnal mesoscale convective systems and their rela-

tionship with the stable boundary layer, the low-level

jet, and atmospheric bores’’ (Geerts et al. 2017). Figure 2

shows PPIs of reflectivity from the lowest elevation

scans of the MCS on that day. Stratiform precipitation

began to develop behind an existing convective line

around 0500 UTC on that day, and persisted as the

convection began to decay. The precipitation passed

over the Sioux Falls, South Dakota (KFSD), WSR-88D

from approximately 0500–0900 UTC before progressing

off to the ENE and dissipating.

During PECAN, the NOAA P-3 aircraft housed all

of the in situ microphysical instrumentation, concen-

trating on the study of MCS dynamics and microphysics.

Whereas the 20 May 2011 flight focused on the region

between the ML and cloud top, the 6 July 2015 flight

focused onmaking passes through theML, and collected

little data in temperature regions at or below2108C. As

is explained below, ice microphysical retrievals perform

best at colder temperatures. Therefore, no in situ data

from the 6 July 2015 case will be used to compare to ice

microphysical retrievals.

3. Methodology

a. CVP methodology

Similar to aforementioned techniques, CVPs provide

a finescale view of the vertical structure of precipitation

by providing a simple and effective way to process po-

larimetric data collected in PPI format and view it in a

time–height format. Whereas QVPs source radar data

from the full range and azimuth scanned by a radar at

a single elevation, CVPs source data within a set sector

in range and azimuth and use multiple radar eleva-

tion scans performed during one volume scan to con-

struct a vertical profile. Selecting specific data in this way

allows for examination of polarimetric signatures from a

FIG. 2. PPI images of radar reflectivity (dBZ) collected at the 0.58 elevation angle by theKFSD radar from 0500 to

0630 UTC. Images were selected at approximately half-hour intervals, with specific times of data collection listed

above each panel.
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smaller region in space, which is particularly useful

when the precipitation around the radar is horizon-

tally heterogeneous.

To create a CVP, first, a specific location in range and

azimuth from the radar is chosen for the center of the

analysis. Next, a sector over which data will be sourced is

chosen, defined by a given distance upradial and down-

radial, and azimuth clockwise and counterclockwise from

the CVP center. In analyses herein, this sector spans 20km

in range and 208 in azimuth—specifically, 10 km up- and

downradial, and 108 clockwise and counterclockwise

from the CVP center. Figure 3 shows a plan view of an

arbitrary CVP sector. The choice of sector size balances

1) sourcing as much data as possible for averaging and

projection to the CVP center, and 2) limiting analyses

to a small region of space to avoid contamination from

local heterogeneities in the polarimetric data. For most

cases of predominantly stratiform precipitation, a sec-

tor of 20 km in range and 208 in azimuth proves to bal-

ance these factors well. The sector can be made larger

(smaller) for precipitation with less (more) horizontal

heterogeneities.

For CVPs, because only data collected within a des-

ignated sector are used, a single elevation scan cannot

provide enough data to construct a full vertical profile.

Therefore, data from multiple elevation angles must be

used. Once a full volume scan is performed, data that are

collected from each elevation scan within the bound-

aries of the analysis sector are averaged azimuthally.

The averaged data, existing at various distances along

the radial (and therefore varying heights), are projected

along the horizontal to the center location of the CVP,

resulting in a column of data at the CVP center that are

irregularly spaced with height. Intermediate elevation

angles are defined as (imaginary) angles exactly in between

a given elevation angle and the elevation angles directly

above and below (e.g., the intermediate elevation angle for

18 and 28 elevations would be 1.58). A restriction in pro-

jection is placed such that data cannot be projected to the

CVP center from a given elevation scan at heights below

the height of the lower intermediate elevation angle at the

CVP center, or above the height of the higher intermediate

elevation angle at the CVP center. Figure 4 illustrates this,

showing how data from subsequent elevation scans are

projected to the CVP center, including these limits on

projection placed by intermediate elevation angles.

This data projection technique preferentially sources

data that are collected closer to the CVP center in

range over data collected farther from the CVP center.

However, limiting data projection by these intermedi-

ate elevation angles does artificially reduce the size of

the CVP sector with height. By not allowing for over-

lapping projection of data from two subsequent ele-

vation scans, it also reduces the number of data points

processed, therefore resulting in slightly lowered sta-

tistical accuracy. This restriction can be loosened in

other studies where statistical accuracy of the polari-

metric data and large CVP sector aloft are deemed

more important than using data that are collected

closer to the CVP center at a given height. In addition,

the scheme slightly skews the data collection, by not

explicitly requiring the number of projected points

from upradial of the CVP center to be equal to the

number of points projected from downradial of the

center. Sensitivity studies were performed examining

FIG. 3. Plan view of a CVP sector (outlined in solid lines),

spanning 20 km in range and 208 in azimuth. The CVP center is

represented by a dot in the middle of the sector.

FIG. 4. Visualization of how data are projected from different

elevation angles to the CVP center from a sector spanning 20 km in

range, centered at 30 km from the radar. Darker lines represent

data collected at 18 (red), 28 (blue), and 38 (green) elevations, and
lighter lines represent the native horizontal planes on which the

data are projected. Dashed lines represent intermediate elevation

angles of 0.58, 1.58, 2.58, and 3.58. For visual simplicity, the figure

suggests data are collected at 1-km range resolution; WSR-88D

data are actually collected at 250-m range resolution.
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the mean ground range of all data points projected

to the CVP center, using all operational VCPs and

examining CVP center locations out to 100 km from

the radar. The mean location of points projected to

the CVP center deviates no more than 1.3% from the

prescribed center location, a displacement error which

is small and can be neglected given other possible

sources of uncertainty in the CVP algorithm.

As mentioned previously, once projected horizontally

to the location of the CVP center, the data are not

regularly spaced in height. An increase in the slope of

the radar beam as the radar scans higher in elevation

creates a decrease in data density in the vertical with

height (see Fig. 4). To create a distribution of data in the

vertical that are evenly spaced with height, a Cressman

averaging technique is employed (Cressman 1959). This

technique creates an evenly spaced array of data in the

vertical by searching for all data within a specified ver-

tical distance from a given height, and interpolating

those data to that height via weighted averaging. A

Cressman radius of influence of 100m is typically used,

meaning that the algorithm will search vertically up and

down 100m for data to interpolate to a given height.

While the Cressman averaging technique and weighted

interpolation of data to a regular grid often fills data

gaps due to its averaging in the vertical, it can still allow

for gaps in data if, for a given vertical location, there

are no radar data within the vertical distance of the

Cressman radius of influence above or below that loca-

tion. Cressman averaging is typically done every 50m

from 0 to 15km. CVPs herein show profiles of reflectivity

Z, differential reflectivityZDR, correlation coefficient rhv,

and specific differential phase KDP, with KDP processed

as in Griffin et al. (2018). CVPs of differential phase

FDP can also be created. As with QVPs, for cases

where the radar experienced a ZDR bias, CVPs of ZDR

are manually calibrated such that values just above the

ML are approximately 0.2–0.25 dB (Ryzhkov and Zrnić

1998; Ryzhkov et al. 2005a). Cressman averaging is

done on Z and ZDR in logarithmic units.

For CVPs centered far from the radar, the distance

between successive elevation scans in the vertical can

cause gaps in the CVP. The distance from the radar at

which a CVP begins to have these gaps depends on the

choice of the Cressman radius of influence, the radar

scanning strategy, and the range over which the CVP

sector spans. Herein, we limit CVPs to within 100km of

the radar. Figure 5 shows CVPs of Z created at various

distances from the radar in a widespread stratiform

precipitation event on 7 February 2019. This stratiform

precipitation was sampled by the KCLE WSR-88D

using VCP 215. Examination of these plots shows that,

at radial distances beyond 100 km, gaps in the vertical

significantly degrade the quality of the CVP. Further

investigation needs to be done to determine the maxi-

mum distance in range from the radar CVPs can be

created with radars of different wavelengths.

b. Comparison to GridRad technique

Another recently developed technique to examine

radar data and vertical profiles of radar data across the

United States is the GridRad technique (Bowman and

Homeyer 2017). GridRad data are data sourced from

125 S-band NEXRADNational Weather Service (NWS)

radars (Crum and Alberty 1993) and merged together

to create a three-dimensional, high-resolution dataset

of radar data covering most of the contiguous United

States. In publicly available GridRad data, NEXRAD

level II data from multiple radar sites are merged and

gridded to a regular, high-resolution (0.028 longitude3
0.028 latitude 3 1 km altitude) grid. The data for this

particular study differ slightly in that the vertical res-

olution of the data is 500m from 1 to 7 km, providing

greater detail of radar characteristics of precipitation

in lower levels. GridRad data shown herein are at 1-min

temporal resolution, and only Z is shown for the 20 May

2011 case. Due to how data from all WSR-88Ds are

merged to create GridRad data, polarimetric radar

data are only available for cases occurring after the

completion of the entire WSR-88D network’s upgrade

to dual-polarization capabilities in 2013.

GridRad has horizontal resolution of about 2 km and

vertical resolution of 0.5–1 km. This is a useful product

for modelers to represent composite plots of radar var-

iables in a convenient Cartesian grid over large areas.

This product hasmost value in convective parts of storms,

due to how its fine horizontal resolution can resolve in-

dividual convective cells. However, it is not optimal for

polarimetric investigations of stratiform parts of precipi-

tation for two main reasons: its poor vertical resolution,

which is not sufficient to resolve the finescale structure

of the ML or reliably estimate its height and depth;

and large statistical errors in the estimates of polari-

metric radar variables which require much more ag-

gressive spatial averaging.

1) VERTICAL RESOLUTION

The melting layer, appearing as a ‘‘bright band’’ of

radar reflectivity, has a thickness commonly varying

between 0.2 and 0.6 km and cannot be well resolved in a

grid with vertical resolution of 1 km. For GridRad data,

as described in detail in Homeyer and Bowman (2017),

the value of a radar variable (Z, ZDR, rhv, or KDP) in a

grid cell is estimated via weighted averaging of all bin

values on the rays enclosed in a 2 km3 2km3 1 km box.

This averaging is done using data from all radars within
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300 km of the grid cell. With a range gate of 0.25 km, this

means that nine values are averaged for each ray re-

gardless of the location of the bin and its height in the

grid box. In comparison, the CVP method takes a much

larger number of bins along the ray (if, for example, a

radial extent of 20 km for the CVP sector is selected) and

computes the height of every bin. A simple modeling

example of how the CVP and GridRad techniques

resolve the ML shows that this results in a much better

representation of the vertical profiles of the radar vari-

ables within the ML.

Consider a simple model of the intrinsic profile of

radar reflectivity Z shown in Fig. 6a. Herein, we allow

for overlapping of the radar beams (as mentioned in

the discussion surrounding Fig. 4). If the ML in Fig. 6a

is observed with a WSR-88D utilizing a standard VCP

FIG. 5. CVPs ofZ sampled by the KCLE radar on 7 Feb 2019. CVPs are centered at an azimuth of 2258 and at ranges from 20 to 160 km

from the radar, increasing in 20-km increments. Ranges are listed in the top right of each panel. TheKCLE radarwas operating inVCP 215

during this time period.
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11 scanning pattern with elevation angles at 0.58, 1.58,
2.48, 3.48, 4.38, 5.38, 6.28, 7.58, 8.78, 10.08, 12.08, 14.08,
16.78, and 19.58, then radial profiles of Z at elevation

angles from 1.58 to 10.08 have the shape illustrated in

Fig. 6b. Here, horizontally homogeneous precipitation

is assumed, and the effects of beam broadening with an

antenna beamwidth of 18 are taken into account.

Using these data, vertical profiles of Z can be con-

structed using both the CVP and GridRad techniques.

Herein we consider constructing a vertical profile of Z

at a location 30 km from the radar where the width of

the radar beam is about 0.5 km, and a CVP sector that is

20 km in radial extent. Parts of the vertical profile of Z

retrieved from the range gates between 20 and 40km at

various elevation angles according to the CVP meth-

odology are displayed in Fig. 6c. It is evident that some

of these parts reproduce the bright band and the height

of its center quite well. Of course, the maximal value of

Z in the middle of the bright band is about 3 dB lower

than its ‘‘true’’ maximum, an inevitable effect of beam

broadening. The corresponding parts of the Z profile

obtained from GridRad are shown in Fig. 6d. These

pieces are much shorter because only the gates within a

range interval of 2 km (the horizontal size of each grid

box) are utilized, compared to a range interval of 20 km

as in Fig. 6c. Additionally, the GridRad routine implies

simple averaging of the corresponding data within 1 km

height intervals, which results in three average values of

Z (33.0, 34.3, and 30.2 dBZ) corresponding to the me-

dian heights of 1.5, 2.5, and 3.5 km (shown with asterisks

in the plot). Thus, the CVP algorithm reproduces the

shape and parameters of the bright band in much more

detail, although bothmethods utilize the same raw radar

data. It is interesting that the effective vertical resolution

of the Z profile obtained from the CVP is significantly

better than the width of the radar beam (0.5 km) at a

range of 30 km.

2) STATISTICAL ACCURACY

Improvement in the statistical accuracy of the esti-

mates of polarimetric radar variables is a primary mo-

tivation for developing both QVPs and CVPs. Ensuring

reliable measurements of KDP is of great importance,

as it is a key variable for quantification of ice and snow

FIG. 6. (a) Intrinsic vertical profile of Z through the ML; (b) model radial profiles of Zmeasured by the radar at

various antenna elevations; (c) segments of the vertical profile of Z retrieved from a CVP, using data at elevations

denoted in (b); and (d) segments of the vertical profile ofZ used byGridRad. Asterisks denoteZ values obtained in

the 1-km height intervals by GridRad. The intrinsic profile of Z shown in (a) is overlaid as a dotted line in

(c) and (d).
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(Ryzhkov and Zrnić 2019). The existing scheme for

processing differential phase data on the WSR-88Ds

produces an estimate of KDP with radial resolution of

6 km and standard deviation of 0.118km21 in areas

where Z , 40 dBZ (Ryzhkov and Zrnić 2019). At S

band, KDP in ice and snow is typically below 0.18km21,

and KDP data look quite erratic and noisy in the cold

parts of clouds above the ML. There are four to eight

independent samples of the KDP data in the GridRad

resolution box of 2 km 3 2 km 3 1 km located at 30 km

from the radar if the azimuthal resolution of the radar

is equal to 18 (at four azimuths and one or two eleva-

tions). Note that the KDP samples at nine successive

gates within a 2-km radial interval are not independent

because the radial resolution of the KDP estimate is

6 km for Z , 40 dBZ.

The CVP methodology uses KDP averaging over a

much larger spatial domain (typically 20 km by 208 in
stratiform parts of the storm). Hence the number of

independent samples of KDP along the radial is 3 times

larger and along the azimuth is 5 times larger than in

GridRad; i.e., the standard deviation of the KDP esti-

mate is reduced by the factor
ffiffiffiffiffiffiffiffiffiffiffi
33 5

p
’ 3:9. This allows

for measuring of KDP in ice and snow to an accuracy of

0.018km21.

3) COMPARISON OF TECHNIQUES WITHIN MCS
STRATIFORM PRECIPITATION

Figure 7 shows a comparison of vertical profiles of

Z from 1000 to 1330 UTC collected by the KVNX

radar created using the GridRad and CVP techniques.

Vertical profiles using both techniques are created using

sectors centered at 30 km in range and 908 in azimuth.

The CVP sector is 20 km in range and 208 in azimuth,

and GridRad profiles show the average of data collected

within a 9 3 9 grid box surrounding the center point.

Averaging the GridRad data in this sense mimics the

azimuthal averaging of radar data performed during

the creation of CVPs. During this time, an MCS was in

the vicinity of the radar and passed through the sectors

of the GridRad vertical profile and the CVP.

In both the GridRad vertical profile and the CVP, the

leading convective line, transition zone, and trailing

stratiform region of the MCS (e.g., Houze et al. 1989)

are clearly visible. Both the GridRad vertical profile

and CVP agree on the location in altitude of maxi-

mum Z (indicative of the ML) and approximate cloud

top height, but the GridRad vertical profile underesti-

mates the magnitude of the ML signature in Z and the

vertical extent of the highest Z values in the convection.

Visually, the CVP has superior resolution in the upper

portions of the cloud as previously shown in Fig. 6, al-

lowing for a more finescale view of polarimetric radar

variables. For applications examining finescale hori-

zontal structure of precipitation and requiring the use of

multiple radars, GridRad is excellent and should be

used. This discussion motivates simply the use of CVPs

versus GridRad data when examining finescale data at

high altitudes and when high statistical accuracy of the

polarimetric variables is very important, for applications

such as the polarimetric microphysical retrievals at high

altitudes discussed herein.

c. Moving and data extraction

The ability to tailor the resultant vertical profile to a

specific location in range and azimuth from the radar is

another major advantage of CVPs over QVPs. The CVP

technique allows for analyses of polarimetric radar sig-

natures and the evolution of precipitation over a spe-

cific area, and can also be modified such that the CVP

is centered on a different location for each successive

volume scan. This moving CVP has the same sector size

in range and azimuth, the same vertical data spacing

after Cressman averaging, and the same Cressman

radius of influence for every volume scan; it differs

FIG. 7. A comparison of vertical profiles of Z from 1000 to

1330 UTC collected by the KVNX radar created using the (a)

GridRad and (b) CVP techniques. Vertical profiles using both

techniques are created using sectors centered at 30 km in range and

908 in azimuth. The CVP sector is 20 km in range and 208 in azi-

muth, and GridRad profiles show the average of data collected

within a 93 9 grid box surrounding the center point. Averaging the

GridRad data in this sensemimics the azimuthal averaging of radar

data performed during the creation of CVPs. During this time, an

MCSwas in the vicinity of the radar and passed through the sectors

of the GridRad vertical profile and the CVP.
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from a stationary CVP only in the location on which it

is centered. This technique can be useful for applica-

tions such as cell tracking and following the loca-

tion of aircraft. Figure 8 shows a conceptual model of

how a CVP can be made to move in time with the path

of an aircraft. The upper panel shows a 3Dmodel of an

aircraft moving in time, with different colored col-

umns representing the location of the CVP sector and

the column from which data were sourced to create a

CVP at that time. The lower panel shows how these data,

collected at different locations and from sequential vol-

ume scans, are displayed in a time–height format.

Figure 9 shows a CVPmoving in time, using data from

the KVNX WSR-88D on 20 May 2011. The UND

aircraft was flying within and on the periphery of the

stratiform region of the MCS in Fig. 1, and was within

the requisite 100km of the KVNX radar for the entire

flight, from roughly 1300 to 1700 UTC. The CVP is

centered on the location of the aircraft at the recorded

start time of the lowest elevation scan in each volume

scan, with the bold black line on all subpanels denoting

the aircraft altitude at that time. Having the CVP move

in such a manner results in vertical columns of data that

are representative of the region in which the aircraft is

flying. Near regions of high gradients of a given polari-

metric variable, zigzag-like features can be occasionally

seen (e.g., around 1515 UTC on Fig. 9a). These are a

result of creating a CVP where low and high values of a

polarimetric variable are right next to each other, and

FIG. 8. A conceptual model of how a moving CVP is created

following the flight path of an aircraft. (top) How data are sourced

from different regions for each sequential volume scan. (bottom)

How the data are then plotted in a time-by-height format.

FIG. 9. MovingCVPusingmeasurements from theKVNXradar from1300 to 1700UTC20May 2011. TheCVP sectormovedwith the location

of the research aircraft flying during theMC3Ecampaign. (a)Z, (b)ZDR, (c) rhv, and (d)KDP. Thebold black line overlaid in eachpanel represents

the altitude of the aircraft with time, and thin black lines represent reflectivity at 0, 20, 30, and 40dBZ. Vertical data spacing in theCVP is 50m, and

the sector size is 20 km in range and 208 in azimuth. Distance from the radar for each scan is denoted just above the x axis on each panel.
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therefore projecting high and low values of a variable on

top of each other (see Fig. 4). Such effects can be miti-

gated primarily by reducing the CVP sector size. Herein,

we chose not to reduce the sector size to rectify this,

since our focus will be above the ML where this artifact

rarely appears.

After collocating the aircraft location to the CVP data

in the horizontal, for accurate comparison of radar re-

trievals and in situ data, these data must also be collo-

cated in the vertical. To do so, for every full volume scan

of data (and therefore every column in the CVP), the

data in that column of the CVP are assumed to have

been collected later in time with height, with the time of

data collection increasing linearly with height from the

start time of the current volume scan to the start time of

the next volume scan. For Cressman averaging at every

50m in the vertical, it is assumed that the data at each

specific altitude are representative of the 50-m region

vertically surrounding that altitude. For collocation with

aircraft data, first the aircraft’s altitude is found at the

assigned time for each vertical level in the CVP column.

If the aircraft’s altitude is within the 50-m region sur-

rounding the CVP data at that time, then the aircraft

data at that time andCVP data at that level are said to be

collocated. Figure 10 shows a time series plot of polar-

imetric radar data extracted from the flight path shown

on the CVP in Fig. 9, with green shaded regions repre-

senting times where the aircraft flew within or below the

ML. Comparing the values in Fig. 10 to the colors along

the flight track in the corresponding panels in Fig. 9, it is

evident that the technique accurately extracts radar data

along the flight track, corroborating the effectiveness of

this technique.

A moving CVP can also be made using data from the

KFSD radar for the 6 July 2015 MCS. Figure 11 shows a

moving CVP for this case, where vertical gaps in data

occur when the aircraft flew beyond 100 km from the

radar. Herein, an ML is visible in Z and rhv, with an

increase inZDR clearly visible below theML, as in Fig. 9.

There are also strong signatures ofKDP within the DGL

(from approximately 6 to 8 km, estimated from aircraft

altitude and air temperature measurements at the bot-

tom of the DGL, and assuming a somewhat constant

lapse rate). This region of high KDP is collocated with a

region of low ZDR, which could indicate a high con-

centration of predominantly quasi-isometric ice (Griffin

et al. 2018).

d. Microphysical retrievals

As previously mentioned, polarimetric radar data

provide a wealth of information that can be used to

improve existing ice microphysical retrieval algorithms

and develop even more sophisticated ones. The ice mi-

crophysical retrievals used in this study were developed

by Ryzhkov et al. (2018), and use ZDP, Z, Zdr, KDP,

and radar wavelength l to estimate IWC, Nt, and Dm.

FIG. 10. Time series plots of (a)Z, (b)ZDR, (c) rhv, and (d)KDP collocated to the aircraft location as it flew through theMCS represented in

the CVP in Fig. 9. Green shaded regions represent times where the aircraft flew within or below the ML.
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An overview of these equations can be found in both

Ryzhkov et al. (2018) andRyzhkov andZrnić (2019) and

is concisely summarized here. The IWC is determined

from the combination of KDP and ZDR as

IWC’ 4:03 1023

 
K

DP
l

12Z21
dr

!
, (1)

where Zdr 5 100:1ZDR , l is the radar wavelength in mm,

IWC is expressed in gm23, andKDP is in 8km
21. Because

the numerator and denominator in the right part of

Eq. (1) are proportionally affected by the shape and

orientation of ice particles, the estimate of IWC is im-

mune to these factors.

The mean volume diameter Dm (in mm) can be esti-

mated from the equation

D
m
520:11 2

Z
DP

K
DP

l

� �1/2

. (2)

In Eq. (2),ZDP5Zh2Zy is the reflectivity difference or

the difference between reflectivity factors at horizontal

and vertical polarizations expressed in linear scale (units

ofmm6m23). Similar to the discussion for Eq. (1), sim-

ulations of the dependence of Dm to the second term in

Eq. (2) (Ryzhkov and Zrnić 2019, their Fig. 11.10) show

that the equation is largely immune to varying ice habits.

Total concentration of ice particles Nt (inL21) is

given by

log(N
t
)5 0:1Z2 2 log

�
Z

DP

K
DP

l

�
2 1:11, (3)

whereZ is indBZ. Again, because the effects of the shape

and orientation are cancelled in the ratio ZDP/KDP, the

corresponding estimates of Nt are immune to them.

Equations (1)–(3) were derived in the Rayleigh ap-

proximation under the assumption that the density of

ice particles/snowflakes is inversely proportional to

their equivolume diameter (e.g., Brandes et al. 2007).

The effects of non-Rayleigh or resonance scattering in

dry snow are negligible at S band, and Eqs. (1)–(3) can

be safely applied to the WSR-88D data herein. Details

of derivation of Eqs. (1)–(3) can be found in Ryzhkov

et al. (2018) and Ryzhkov and Zrnić (2019). Before cal-

culating these microphysical quantities, data are thresh-

olded such that retrievals are only performed for points

where Z. 0dBZ, ZDR . 0.1dB, andKDP $ 0.018km21.

After a moving CVP is created for a particular flight

and interval of time, the data at each vertical level can

be ingested into Eqs. (1)–(3). Only data above the ML,

objectively determined using sounding data from these

field campaigns at times closest to the flight time,

are used to produce estimates of Dm, Nt, and IWC.

Microphysical data are then collocated to aircraft

FIG. 11. Moving CVP using measurements from the KFSD radar from 0500 to 0715 UTC 6 Jul 2015. The CVP

sector moved with the location of the research aircraft flying during the PECAN campaign. Plots show (a) Z,

(b) ZDR, (c) rhv, and (d)KDP. The bold black line overlaid in each panel represents the altitude of the aircraft with

time, and thin black lines represent reflectivity at 0, 20, and 30 dBZ. Vertical data spacing in the CVP is 50m, and

the sector size is 20 km in range and 208 in azimuth. Distance from the radar for each scan is denoted just above the x

axis in each panel.
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in situ data in the same manner in which CVP data

and aircraft in situ data are collocated.

4. CVP microphysical retrievals

An estimate of the microphysical structure of pre-

cipitation in the vicinity of an aircraft can be made by

performing the aforementionedmicrophysical retrievals

on moving CVPs. These data can be plotted much like

the moving CVP data, taking into account that only data

above the ML are ingested into the retrieval codes. On

20May 2011, soundings taken around the ARM SGP-CF

were used to determine the altitude of the 08C level

before, during, and after flight times (Atmospheric

Radiation Measurement 1994). The mean and median

altitudes from all sites and all launch times were 3.8km,

with 94% of soundings showing the 08C level at 4.5 km

or below. To restrict analyses to only ice particles, only

data from above 4.5km are used to produce estimates of

Dm, Nt, and IWC.

Figure 12 shows microphysical retrievals performed

on the MCS from 20 May 2011. Qualitatively, the strati-

form precipitation contained ice particles with mean

volume diameters primarily at or below 1.0mm, except

early in the flight near the ML. Particle concentrations

were on the order of 10–100L21, and IWC values mainly

spanned from approximately 0.3 to 1.5 gm23. Between

1300 and 1400 UTC, a signature of aggregation is visible

in Figs. 12a and 12b, where Dm increases and Nt de-

creases toward the ML.

It is worth noting that some spurious values of all re-

trievals are obvious near the ML after 1600 UTC, in a

region of low Z, low ZDR, and high KDP. This signature

may be associated with a high concentration of small,

anisotropic crystals resulting from secondary ice pro-

duction (e.g., Crosier et al. 2014). For situations such as

these where ice crystal shape is likely very anisotropic,

the combination of ZDR and KDP in the microphysical

retrieval equations is used to account for shape uncer-

tainty, but is apparently unsuccessful here since values

ofZDR are so low. It is likely that pristine ice crystals are

mixed with a few larger hydrometeors with a more

spherical shape in this region, leading to both high KDP

and low ZDR.

Retrievals of Dm and IWC were also performed on

this same storm by Tian et al. (2016) between 1015 and

1415 UTC (see their Fig. 4), using their strictly Z-based

retrievals. Within the stratiform rain region, they re-

trieved values of IWC between 0.5–1.5 gm23 at 6 km

and 0.2–0.6 gm23 at 8 km. This is in close agreement

with values shown in Fig. 12, where we estimate IWC

values between 0.25–1.5 gm23 at 6 km and 0.1–0.8 gm23

at 8 km. Estimates ofDm in the stratiform rain region at

these altitudes differ more between the two studies, with

values of 1.5–2.0mm at 6km and 0.75–1.75mm at 8km

retrieved by Tian et al. (2016), whereas values in Fig. 12

range from 0.5–1.5 and 0.3–1.0mm at those two alti-

tudes. However, they show in their Fig. 6 that their re-

trievals of Dm do have a slight bias toward larger sizes

when compared to in situ data, which may explain the

slight bias they also show to the retrievals in Fig. 12.

Figure 12 from Han et al. (2019) also shows simulations

of IWC for the same case from 1235 to 1320UTC.While

their simulated values are fairly close to those retrieved

herein at 6km (0.4–1.1gm23), their IWC values at higher

altitudes (0.3–1.2gm23) are too large compared to the

NEXRAD retrievals in that study, the IWC retrievals in

Tian et al. (2016) at 8km, and the retrievals herein.

Figure 13 shows microphysical retrievals performed

on the MCS from 6 July 2015. Soundings launched by

FIG. 12. Ice microphysical retrievals performed on the 20 May

2011 moving CVP. Plots show (a)Dm (mm), (b) log(Nt) [log(L
21)],

and (c) IWC (gm23). Retrieval data shown herein are limited to

altitudes above 4.5 km. Thin black lines represent reflectivity at

20 dBZ. Distance from the radar for each scan is denoted just above

the x axis in each panel.
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PECAN Mobile PECAN Integrated Sounding Array

(PISA) 1 [i.e., Collaborative Lower Atmospheric Mobile

Profiling System (CLAMPS); Klein et al. 2016] at 0300

and 0400 UTC show the 08C isotherm at an altitude of

around 4.6 km. Therefore, only retrieval data above

4.5 km are shown herein. Herein, a considerable por-

tion of the region above the ML was characterized by

fairly low ZDR values, including larger regions than in

the 20 May 2011 case (blue colors and gaps in Fig. 13b).

This led to more numerous gaps in the retrievals,

which, along with gaps due to the aircraft flying beyond

100 km from the radar, somewhat inhibits interpreta-

tion. However, the limited data available do suggest

a different microphysical structure than that of the

20 May 2011 MCS, with smaller Dm values and larger

Nt and IWC values aloft in this storm. Noticeable differ-

ences between the storms on 20May 2011 and 6 July 2015

are revealed from the comparison of their CVPs in

Figs. 9 and 11. First, the radar reflectivity above the

ML is generally lower in the second case while KDP is

higher. Second, the storm on 6 July 2015 is signifi-

cantly deeper, with the temperature at its top lower

than2408C. These low temperatures are conducive to

massive homogeneous freezing of cloud droplets in

the upper parts of the storm. Indeed, the soundings from

the NWS office in Aberdeen, South Dakota, at 0000 and

1200 UTC show temperatures of 2308C near 10.5km

and2408C near 12.3km. Examining Fig. 11, the system’s

cloud top was near 14km, making homogeneous freezing

near cloud top possible. A combination of low Z, high

KDP, and considerable storm depth is indicative of high

concentration of small ice with significant IWC as men-

tioned by Ryzhkov et al. (2018) and Ryzhkov and Zrnić

(2019, their Figs. 11.15 and 11.16).

5. Collocation to in situ data

As mentioned previously, in the PECAN campaign,

flight plans focused on making multiple passes through

the ML, with limited data collection at temperatures

much colder than 2108C on 6 July 2015. The ice mi-

crophysical retrievals used herein work best at cold

temperatures far from the ML (Ryzhkov et al. 2018),

particularly at temperature ‘‘lower than2108 to2158C.’’
For that reason, collocation of in situ data to ice micro-

physical retrievals herein will focus on the 20 May 2011

MC3E case, with retrieval data collocated to HVPS data.

By applying the ice microphysical retrievals to KVNX

radar data (Fig. 12) and collocating those data to the

aircraft in situ data, ice microphysical retrievals per-

formed on CVP data can now be directly compared

to aircraft in situ data. In this manner, the accuracy of

Eqs. (1)–(3) can be tested to determine how well they

are able to retrieve the microphysical properties of the

stratiform rain region of a midlatitude MCS.

Figure 14 shows a direct comparison of aircraft in situ

data (lines) to ice microphysical retrievals (black dots)

performed on moving CVP data. Data are not shown

for when the aircraft was flying below the ML, which

accounts for data gaps before 1345 UTC, between ap-

proximately 1500 and 1600 UTC, and after 1630 UTC.

Overall, the retrievals estimated particle size fairly well

at high altitudes, with Dm retrievals diverging from

measurements primarily when the aircraft was near the

ML (i.e., near gaps in the plot). Error in Nt estimates

were higher, with largest errors in retrieved values

when the aircraft approached the ML around 1500 and

1600 UTC. Estimates of IWC were predominantly bi-

ased low, and, like Dm estimates, diverged from mea-

sured values when the aircraft was near the ML.

FIG. 13. Ice microphysical retrievals performed on the 6 Jul 2015

moving CVP. (a) Dm (mm), (b) log(Nt) [log(L
21)], and (c) IWC

(gm23). Retrieval data shown herein are limited to altitudes above

4.5 km. Thin black lines represent reflectivity at 20 dBZ. Distance

from the radar for each scan is denoted just above the x axis in

each panel.
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In addition, these data and retrievals are compared to

other Z-based retrievals for bothDm and IWC. Retrievals

of Dm were performed using the Z–Dm relations in

Skofronick-Jackson et al. (2019) (Fig. 14a, red dots)

andMatrosov et al. (2019) (Fig. 14a, magenta dots). The

relation from Skofronick-Jackson et al. (2019) is from

their Fig. 8, where a power-law relation betweenDm (in

mm) and Z is fit to data collected during the GPM Cold

Season Precipitation Experiment (GCPEx) campaign:

D
m
5 1:45Z0:25, (4)

where Z is in linear scale. A similar method is used to

derive the relation in Matrosov et al. (2019) in their

Fig. 10, where a power-law relation is derived from

S-band Z data and median volume diameter calculated

from in situ data collected during the ISDAC campaign.

Median volume diameter is converted to Dm (in mm)

herein using a relation between the two from Matrosov

et al. (2019):

D
m
5 1:09(1:15Z0:271), (5)

where Z is in linear scale. IWC retrievals are also cal-

culated using the Hogan et al. (2006) Z–IWC relation

(Fig. 14c, blue dots), using in situ temperature data as

recorded during the flight:

IWC5 10(0:060Z20:0212T21:92), (6)

where IWC is in gm23, temperature T is in 8C, and Z is

in dBZ. The polarimetric retrievals from Ryzhkov et al.

(2018) predict values closer to those measured by the

HVPS probe than the other retrieval methods for a large

majority of the collocated points. One notable exception

is for values of Dm when the aircraft is close to the ML

around 1600 to 1630 UTC. Of course, a more rigorous

evaluation of these retrieval methods will require addi-

tional cases to provide more collocated in situ data.

6. Conclusions

This study examined how operational weather radar

data could be better used to understand the vertical

structure of precipitation on an even finer scale than

what is possible using QVPs, and capitalized on a rich

opportunity to use in situ microphysical measurements

to validate ice microphysical retrieval algorithms op-

timized for S-band operational weather radar data. The

goal of this study was to utilize operational polari-

metric radar data and polarimetric ice microphysical

retrieval algorithms in conjunction with in situ aircraft

data to gain a deeper understanding of the ice micro-

physical structure of MCSs, and determine the useful-

ness and effectiveness of such new ice microphysical

FIG. 14. Collocated aircraft in situ data (solid line) and icemicrophysical retrievals of movingCVP data (dots) collected on 20May 2011.

Plots show (a)Dm (mm), (b) Nt [log(L
21)], and (c) IWC (gm23). AdditionalDm and IWC retrievals by Skofronick-Jackson et al. (2019)

[(a), red dots], Matrosov et al. (2019) [(a), magenta dots], and Hogan et al. (2006) [(c), blue dots] using collocated radar data are also

shown. Retrieval data shown herein are limited to altitudes above 4.5 km, and data collected below that level are not shown.
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retrieval algorithms and radar data processing tech-

niques. Three primary conclusions can be drawn from

the work herein:

1) The CVP methodology has emerged as a novel way

to visualize operational polarimetric radar data col-

lected by S-band WSR-88Ds. This technique is most

appropriate when the CVP sector is centered at a

distance less than 100 km from the radar, and can be

altered such that the CVP center moves in time. This

can be used for applications such as cell tracking

or tracking of aircraft. Compared to the GridRad

technique, CVPs offer greater vertical resolution,

which is important for analyzing finescale polari-

metric signatures in precipitation. Additionally, the

smoothing of polarimetric radar data performed by

CVPs is imperative for reducing noise in polarimetric

radar data, particularlyKDP, which can be quite noisy

in regions of light to moderate precipitation.

2) Newly developed ice microphysical retrieval tech-

niques using polarimetric radar data show promise in

quantitatively estimating Dm, Nt, and IWC within

midlatitude MCSs. Such algorithms work best in

regions of high ZDR and high KDP, such as in the

DGL. Retrievals performed on the 20 May 2011

MCS suggested particles withDm at or below 1.0mm

and particle concentrations between 10 and 100L21,

with visible signs of aggregation. On 6 July 2015,

retrievals overall estimated smaller Dm and much

higher and IWC values than on 20 May 2011.

3) A method to collocate aircraft location in three

dimensions and CVP data was developed and ap-

plied to match aircraft in situ data with radar micro-

physical retrieval data. The retrievals were compared

to in situ data from theHVPSprobe aswell as compared

to other reflectivity-based retrieval methods, and show

promise in accurately estimating the microphysical

structure of stratiform precipitation above the ML.

To fully evaluate the accuracy of these retrievals, a

much larger dataset consisting of multiple precipi-

tation events must be considered.
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